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Abstract: Scientific and methodological foundations, models and mechanisms for training neural 

networks of a transparent structure have been developed to solve the problems of recognition and classification 

of micro-objects with a minimum size of the training subset. A software package has been created using the 

example of pollen grain image recognition. 
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Relevance of the topic. The use of intelligent systems based on neural networks (NN) is associated 

with the solution of a wide spectrum of complex scientific and technical problems of recognition, 

display and prediction, approximation, adaptive control, etc. As one of the little-studied research topics 

in this direction, one can single out image visualization, recognition, classification and systematization 

of micro-objects based on the use of the NN mathematical apparatus. The relevance of solving these 

problems lies in the fact that micro-objects differ from each other in their external structure, and in 

developments related to the processing of images of micro-objects, it is required to quickly and 

accurately determine the types of objects, belonging to any class based on their geometric shapes, 

signs characteristics and other specific characteristics [1]. 

In the present study, the theoretical results were obtained for a loosely coupled neural network (NN), 

which is able to most transparently reflect the connections between neurons in the main and 

intermediate layers [2]. 

The mechanism of formation of the training subset of the NN. There are many options for 

constructing the structure of the NN and the art of skillful use of the NN lies in the development of 

optimal methods and algorithms for organizing the work of its main components [3, 4]. 

It has been determined that the smaller the number of layers and neurons in these layers, the more 

transparent the network becomes, and in many practical cases, despite its simplicity, a three-layer 

forward NN, when learning with a teacher, can more effectively solve problems compared to 

multilayer NNs with back propagation of errors [5,6]. 

Let's consider the variant of NN training with a teacher. To do this, we represent the training sample as 

a set of }S,...,{SЕ m10   objects described in a table using n quantitative features. 

The set of objects Е0 includes representatives of non-overlapping subsets (classes) l1 K,...,K . 
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If we assume that from 0Е  it is possible to single out the )( ml    of objects that can be used 

as standards for recognition by the minimum distance, then it is possible to determine the number of 

standards required for division into classes with a minimum error. 

Let us introduce the Euclidean metric ),( yxp  on the set of admissible nR  objects. Then each 

_______

0 ,1,,1, ljmiKES ji   forms a sequence ,...,,,
110 miii SSS  where

0ii SS  . 

It is required to allocate }1,...,1{,,  mpjrKS rip
 as the closest object to the iS  that is 

not included in the jK  class. 

Denote by  )R(Si  the area of a circle area radius ),(
pii SS  and center iS , which includes objects 

that satisfy the condition ),,(),(
pt iiii SSSS    .1,1

________

 pt  

Proceeding from this, in )R(Si  we introduce the criterion for selecting an object
ri

S ,  1},-p{0,..., r  

as  

).,(min),(
)( pr

iri
rp ii

SRS
ii SSSS 


   (1) 

Based on (1), we create a set },{)( 0 ri
SEL   which is used as an initial approximation for the 

formation of a training sample for a finitely descending learning algorithm for loosely coupled neural 

networks. 

Mechanisms of NN learning. To achieve the goal of the work, it is of interest to construct an effective 

learning rule for solving problems of recognition and classification of micro-objects. In this regard, we 

write down the well-known Hebb learning rule 

 )()()( kykxrkdw ijij  , 

Where r  is the learning rate coefficient of the set of discrete samples of the ),( ii yx . Here, when two 

neurons with ),( ii yx  outputs are simultaneously excited at the t -th learning step, the weight of the 

synaptic connection between them increases, otherwise it decreases.  

When constructing a learning algorithm for one intermediate layer of a supervised neural network, the 

calculation of a continuous output signal of a neuron is carried out as [7]: 





N

i

ii btxtwfty
1

))()(()(  

Where )(twi  is the weight of the connection from the i-th element of the input signal to the continuous 

neuron at time t, b is the phase shift of the activation function. 

The modification of the weight values according to the Hopfield rule, which modifies the Hebb rule, 

has the form: 

Nitxtytdrtwtw iii ,...,1),()]()([)()1(  , 

Where r is the learning rate (less than 1); )(td  is the desired output signal. 



 

    International Journal of Innovative 

Analyses and Emerging Technology 

 

| e-ISSN: 2792-4025 | http://openaccessjournals.eu | Volume: 2 Issue: 2 
 

ISSN 2792-4025 (online), Published under Volume: 2 Issue: 2 in February-2022 
Copyright (c) 2022 Author (s). This is an open-access article distributed under the terms of Creative Commons Attribution 

License (CC BY).To view a copy of this license, visit https://creativecommons.org/licenses/by/4.0/ 
 

45 

 

However, the heuristic nature of learning and building algorithms based on the above models does not 

allow sufficient use of mathematical formalism in solving problems [8,9]. 

In this regard, a learning mechanism for a loosely coupled NN is proposed, which provides 

transparency and more acceptable convergence compared to self-organizing NNs with an insufficient 

volume of the training sample, which is typical for the representation of information of a continuous 

nature, in particular, in problems of recognition and classification of micro-objects [10,11]. 

Modified NN learning mechanisms. Usually, the work of any NN with a teacher is reduced to the 

classification (generalization) of input signals belonging to the n-dimensional hyperspace, according to 

a certain number of classes. From a mathematical point of view, this happens by partitioning the 

hyper-space with hyper-planes (recording for the case of a single-layer perceptron) 

x w Ti ik k

i

n

 



1

, mk ...1  

Each resulting scope is the scope of a separate class. The number of such classes is less than or equal 

to m2 , where m is the number of network outputs. 

However, for example, a single-layer perceptron, consisting of one neuron with two inputs, is not able 

to divide the plane (two-dimensional hyperspace) into two half-planes in such a way as to classify 

input signals even into two classes [12,13]. 

In this regard, each learning objects from },,...,{ 10 mSSE   can be represented as a description with 

the help of n features, r of which are quantitative )(),0( rnnr   and qualitative ones. 

Denote by I and J, respectively, the set of numbers of quantitative and qualitative features. 

Let )),...,(( 10 jnj

jj xxSES   denote the sampling standard. Then, to calculate the weight of a 

quantitative feature of a continuous neuron, we introduce the expressions 

.
2

1 2

0 



It

jtj ww  и Itxw jtjt  . 

Moreover, the limiting values of the weights are common for all features, including qualitative ones, 

and are calculated as: 

),/2(max 0max
0

rww j
ES j




 



l

t

tt KK
1

max ),1(  



l

t

tt KmK
1

max ),(  

Where maxw  is the estimate of the difference in the values of quantitative characteristics, max  is the 

estimate of infraclass correlation, and max  is the estimate of interclass correlation. 

Note that when data that is continuous in nature, for example, information about micro-objects, are 

considered as objects, then both quantitative and qualitative features are characterized by a wide range 

of values, i.e. in frequent cases, their behavior is non-stationary [14]. 

Therefore, the introduction of procedures for grading the process depending on its nature is required. 

To do this, we denote by the p-number of gradations of the attribute Jc , t

dcg -the number of values 

of the t-th )1( pt   gradation of the attribute in the description of objects of class Kd. Then 
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Where 
t

icb  is the number of values of the t-th gradation of the c-th feature in the iCK  complement of 

the iK  class? 

With this in mind, we write the formula for determining the weight of each quality feature of Jc  

.))(( max

maxmax

ww cc
jc








  

Hence, after some mathematical transformations and substitutions, we can write an expression for 

calculating the value of the weighted sum for the reference object 0ES j   for an arbitrary admissible 

object ),...,( 1 naaS  : 

.),(
,

0 
 


Ii axJi

jjiiji

j

iji

wwawSS     (2) 

According to the supervised learning paradigm of the NN, the object S belongs to the class, the value 

of the weighted sum (2) for the reference object from which is maximum. 

Mechanisms for recognition of images of micro-objects. Let us denote the minimum training sample 

with reference objects from Е0 through the set .,...2,1,,},,...,{ 01  jEПmSSП jaj   

A function is introduced that produces three values: 

















,,1

,,0

,

),,(

ba

ba

SbилиSa

barf

rr

 

where   is the degree of belonging of a qualitative feature to the class dK  and )( jd

r KS  , 

depending on the accepted gradation; a, b are objects from the set of jП . 

To recognize the belonging of an arbitrary admissible object ),...,( 1 nbbS   to the iKK ,...,1  classes 

according to jП , the display of ),...,(),...,( 11 yybb n   and the calculation  

,),,(),(
**

0



Ji

rriiri

Ii

iri

r wwyxrfywSS    (3) 

where },...,,{ 10 rrr www  are the weights of the network neurons, determined by the reference object 

of the ),...,( 1 rr

r xxS  . 
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The measure of interclass difference according to the c-th attributes of classes dK  and rS  is defined 

as 

___

1

___

1

dcdc

p

t

t

dc

t

dc

dc

gg





  (4) 

where p is the number of gradations of the attribute 
*Jc ; 

___

, t

dc

t

dc gg -number of values of the t-th 

)1( pt   gradation of the c-th feature in the description of objects; 

___

, dcdc   is the number of 

values of the c-th feature in the rS  class. 

Now let's define a measure of intraclass similarity: 

,

)1(
1

c

l

t

t

dc

t

dc

dc
D

gg
dc






  










;1),1(

,),)(1(

p

lpll
D

dcdc

dcdcdcdc

c



 (5) 

where 

___

, dcdc ll  is the number of gradations of the c-th feature in the rS  class. Evidence of the 

fulfillment of the condition icic l , },...,1{ li  can be traced in the formula (4). 

It should be noted that measures of interclass and intraclass similarity are used as the   value of the 

),,( barf  function. 

Thus, a simplified formula is obtained 

dccrcw   

according to the results (4), (5). The results of the study are used to calculate the weight coefficient of 

the recognizable c-th feature of the )( dj

r KПS   object. 

Conclusion. Thus, the developed scientific and methodological foundations for processing 

information of non-stationary objects is of great interest in the synthesis of NS with a minimum 

structure and the solution of a wide range of problems of recognition and classification of objects of 

various nature, in particular, text elements, codograms of bench test schedules, technological 

parameters of production, etc. 
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